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Abstract: Clouds have a significant impact on the planet's energy balance, climate, and weather. They serve as the primary 

temperature regulator and function as a blanket to absorb thermal energy or longwave radiation. The present study estimates 

the percentage of rainfall clouds within a 100-kilometer radius of Fujairah City on the Gulf of Oman using image processing 

based on machine learning and digital image processing. The data for 9 months starting from January 2022 to October 2022 

has been retrieved from the Copernicus satellite data component through the Sentinel 3 LST F2 channel. K-mean cluster 

analysis has been used to validate the accuracy of an algorithm which is applied to determine cloud cover, with a precision rate 

of 99.9% for clear weather and 95.5% for overcast conditions. The findings indicate that most of the rainy clouds were 

observed during the months of January and July. The remaining duration of the year exhibits a reduced occurrence of these 

clouds. Beginning in February, the region of interest experiences cloud cover accompanied by precipitation subsequent to the 

month of January. Similarly, the month of July exhibited cloud covers with moisture. Throughout the year, dry clouds are 

observed with moderate coverage percentages. However, there are no observations of any of these clouds during the months of 

May and December. In summary, automated systems for observing clouds in the atmosphere are a valuable method for 

detecting cloud cover and predicting climatic patterns in diverse geographical locations. 
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1. Introduction 

Clouds have a significant impact on the Earth's energy 

balance, climate, and weather as being the primary 

temperature regulator on the planet. Some clouds contribute 

to cooling because they reflect back into space a portion of 

the solar energy or shortwave radiation. Other clouds 

contribute to global warming by acting as a blanket to 

capture thermal energy or longwave radiation emitted by the 

Earth's surface and lower atmosphere. Cloud systems also aid 

in uniformly distributing the sun’s energy across the Earth's 

surface [1]. Cloud-related research requires extensive cloud 

observations, such as the number and diversity of clouds. 

Humans have traditionally been the ones to observe these 

macroscopic factors. However, human perception is 

subjective and may occasionally produce inaccurate results. 

When different observers evaluate the same sky condition, 

there may be a disparity in the number of clouds, for instance. 

Automated cloud observation systems have been developed 

due to the limitations of human observation. Using digital 

images, these systems capture sky conditions and analyse 

cloud properties. Digital image processing has numerous 

advantages over analogue image processing as a subcategory 

or field of digital signal processing. It enables the application 

of a much broader variety of algorithms to the input data and 

can prevent problems such as the accumulation of noise and 

distortion during processing. Considering that images are 

defined in at least two dimensions, digital image processing 
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can be modelled as multidimensional systems. The 

generation and development of digital image processing are 

primarily influenced by three factors: first, the evolution of 

computers; second, the evolution of mathematics (especially 

the creation and improvement of discrete mathematics 

theory); and third, the increased demand for a variety of 

applications in the environment, agriculture, military, 

industry, and medicine [2]. There are a variety of image 

processing techniques, including neural network-based, edge-

based, cluster-based, and threshold-based techniques. The 

clustering approach is one of the most efficient techniques 

available. Various varieties of clustering include K-means 

clustering, Fuzzy C-means clustering, the mountain 

clustering method, and the subtractive clustering method. K-

means clustering is one of the most frequently employed 

clustering algorithms. It is more user-friendly and conducts 

computations faster than hierarchical clustering [3]. The 

present study estimates the percentage of rainfall clouds 

within a 100-kilometer radius of Fujairah City on the Gulf of 

Oman using image processing based on machine learning and 

digital image processing. 

2. Methodology 

2.1. Data Collection 

 

Figure 1. Area of interest: 100 km off the coastline of Emirates of Fujairah. 

The area of 100km radius, off the coast of emirate of 

Fujairah has been selected for the estimation of percentage of 

various types of cloud analysis. The data for 9 months 

starting from January 2022 to October 2022 has been 

retrieved from the Copernicus satellite data component 

through the Sentinel 3 LST F2 channel, utilising Python 

packages and the Google Earth Engine. 

The Sentinel-3 mission is to measures sea surface 

topography, temperature, and colour to enable ocean 

forecasting, environmental monitoring, and climate monitoring 

[4]. Land-surface temperature (LST) is an essential climate 

variable that describes processes such as energy and water 

exchange between the land surface, atmosphere, and plant 

growth [5]. This temperature map can be used to estimate the 

cloud. The data produced by the satellite has mainly five cloud 

combinations Null area with no data available, non-Cloud area 

and cloud with moistures, rainy clouds, and dry clouds (Figure 

2). The K mean clustering has been used to classify the area 

with cloud and cloud combinations [6]. 

2.2. Data Pre-processing and Algorithm of K-Means 

Cluster 

To mitigate the risk of misclassification by the k-means 

clustering algorithm, a standardised colour bar was 

incorporated alongside each image to ensure accurate 

categorization (Figure 2). The label colours are selected by 

carefully examining the existing colour scheme in the data. 

The area surrounding the image consistently exhibits a grey 

hue, while the interior of the all-in-one (AIO) displays a 

range of colours including blue, white, pale blue, orange, 

pale yellow, among others. The process of image processing 

with the use of a colour bar attachment is carried out through 

the implementation of Python programming [7]. 

 

Figure 2. Standard colour bar for cloud classification. 

Following the data collection, a cluster k value of 6 was 

selected. The null area is characterised by a dark brown 

colour, indicating the absence of available data. The region 

depicted in orange on the map is characterised as a non-cloud 

area. A cloud exhibiting a blue hue due to the presence of 

moisture and the dry clouds are represented by white colour 

(Figure 3). A total of k data points was randomly selected as 

the centre, and the Euclidean distance was calculated by 

assigning each data point to its closest centre. The centroid 

and mean of the cluster were determined by utilising all 

available data points. The procedure was iterated until the 

fulfilment of the completion criteria which can only be 

initiated upon reaching the maximum number of iterations. 

Centroid and data points remained in the same clusters [8]. 

Classification keeps the order of colours in the picture. 

Due to an equal number of colour labels in both photos, the 

output image's colour labels have been re-labelled 

programmatically to match the input images in the same 

order [9]. 
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Figure 3. The cloud cover over the area of Interest. (a) Rainy cloud 

coverage in the month of January (b) few instances of no cloud coverage in 

the same area for the month of January. Light Blue: Cloud with moisture; 

Blue: rainy cloud; White/yellow: Dry clouds; Dark brown: Null area with no 

available data; Orange: Non cloud area. 

2.3. Pixel Calculation 

Following the colour relabeling from the output to the 

input using the same order, the number of pixels for each 

colour was calculated to determine the percentage of each 

colour by dividing the number for each of the six colours by 

the sum of all the picture pixels, which was then multiplied 

by 

100.�����	�����	
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������	��	������

�����	��	�����	������
 *100 

3. Results and Discussion 

A cluster analysis was conducted on image set of 272, 

depicting various cloud cover scenarios at different times of 

the day, to verify the validity of applied methodology. The 

findings indicate that the approach was able to accurately 

determine the state of cloud coverage, achieving a precision 

rate exceeding 99% for clear weather conditions and 95% for 

overcast conditions. The accuracies were determined by 

evaluating the algorithm's ability to correctly identify pixels 

as determined by human observers. The classifications were 

determined by calculating the percentage of pixels within the 

full image that corresponded to each category. Results from 

an automatic categorization process are shown in the tables 

below, with percentages for rainy clouds, clouds with 

moisture and dry clouds. 

Table 1. The percentage values of rainy cloud, cloud with moisture and dry cloud have been mentioned. 

Month 
Rainy Clouds Clouds with Moisture Dry Clouds 

Maximum Minimum Maximum Minimum Maximum Minimum 

January 92.7 18.48 24.07 5.83 42.7 1.29 

February 0.446 0 74.6 6.76 19.1 1.79 

March 24.15 2 23.49 8.33 28.2 1.80 

April 9.23 0 8.70 0 22.2 3.79 

May 0 0 0 0 0 0 

June 0 0 14 7 14.43 1.38 

July 47.20 4.4 97.9 3.8 33.27 1.77 

August 2.96 0 6.8 2.2 25.11 1.25 

September 0 0 0 0 0 0 

 

Table 1 displays the occurrence of rainy clouds from the 

months of January to September. The month of January 

exhibited the highest proportion of rainy clouds, registering a 

percentage of 92.7%. This month was among the months 

with the highest number of observations for the year 2022. 

July exhibited the highest proportion of rainy clouds, 

accounting for 47.20% of the total, followed by March with 

24.15%. The months of April and August exhibited low rates, 

with April registering a rate of 9.23% and August recording a 

rate of 2.96%. No potential rainy clouds were observed for 

the months of February, May, June, and September. The 

months of February and July exhibited the greatest 

concentration of clouds with moisture. Specifically, July 

demonstrated the highest proportion with a percentage of 

97.9%, while February followed with a percentage of 74%. 

The data indicates that the middle to low percentages for 

January, March, April, June, and August were 24.07%, 

23.49%, 8.7%, 14%, and 6.8%, respectively. No wet clouds 

observed to detect clouds with moisture during the months of 

May and September. The months of January and July exhibit 

the highest percentage of dry cloud cover. During the months 

of January, February, March, April, June, July, and August, 

an observation was made indicating that dry clouds were 

present in moderate to reduced amounts, accounting for more 

than 20% of the total cloud cover during each of these 

months. The percentage data for the months of May and 

September was not detected. Image data features and 

machine learning methods are being utilized excessively to 

address the task of cloud coverage assessment. It holds 

significant importance in weather forecasting and monitoring 

which offers distinct advantages over traditional methods as 

it automates the process and reduces reliance on human-eye 

observations. One of the studies has compared cloud cover 

results obtained through machine learning with human-eye 

observations. The pattern similarity of the obtained results 

from both approached explain the effectivity of the generated 

model [10-14]. 

4. Conclusion 

In conclusion, it is necessary to conduct thorough 

observations of clouds, including but not limited to their 

quantity and variety. This research highlights the importance 

and potential of machine learning in advancing cloud 

coverage assessment, thereby facilitating more accurate and 

efficient forecasting systems. Machine learning techniques 
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enable the extraction of valuable information from the image 

data, including temporal and meteorological parameters, as 

well as statistical characteristics. Hence, Automated cloud 

observation systems are a valuable technique for detecting 

cloud cover and forecasting climate patterns in various 

locations. 
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